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ABSTRACT

Recent research in high-quality audio coding seeks not only im-
proved coding gains but also new functionalities such as easy se-
mantic access to compressed audio material and audio modifica-
tion in the compressed domain. These objectives imply the decom-
position of the audio signal into several components of specific se-
mantic value, such as sinusoidal components, that take advantage
of selective coding and parametrization tools.

In this paper we presume an MDCT based audio coding envi-
ronment and present a new technique combining spectral envelope
normalization with accurate subtraction of sinusoidal components
in the MDCT frequency domain. It is shown how a parametriza-
tion of L stationary sinusoids in the complex ODFT spectrum can
lead to the effective subtraction in the real MDCT spectrum, of
3L spectral lines. A demonstration of the implementation of the
technique is available on the Internet.

1. INTRODUCTION

Current state-of-the-art high-quality audio coders are in general
frequency domain coding schemes that are based on the percep-
tual audio coding paradigm [1]. This is the case of many propri-
etary and standardized audio coding algorithms such as AC-3 and
MPEG-2 AAC [2].

Traditionally, perceptual audio coders are signal adaptive with
respect to the stationarity of the signal and address such function-
alities as high compression ratio, low delay coding, error resilience
and bit-stream scalability.

However, an interest is emerging for non-conventional func-
tionalities such as easy semantic segmentation, classification and
access to audio material using information naturally embedded
in the compressed audio representation, and such as easy audio
modification in the compressed domain (e.g.,pitch modification
or time-scale modification). These functionalities are particularly
interesting in the perspective of the forthcoming MPEG-7 standard
whose objective is to standardize a description of audio/visual in-
formation allowing its easy classification, access and retrieval.

This new trend in high quality audio coding has recently star-
ted to be addressed by a new generation of audio coders that look
into the audio signal in a semantic sense, trying to isolate indi-
vidual signal components and assigning to each one the most ef-
ficient and appropriate coding tools since the associated psychoa-
coustic rules may differ significantly. For example, ASC, a former
MPEG-4 candidate, is a perceptual audio coder that combines the
parametrization of an existing relevant harmonic profile in the au-
dio signal (within the analysis/synthesis framework of the coder),
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with a perceptually based quantization technique, in order to reach
good coding quality for both resolved and unresolved partials [2].
Other coders implement an explicit decomposition of the audio
signal typically into three individual components: sinusoids, sta-
tionary noise, and non-stationary noise (transients) [3, 4]. Each
component is estimated, is parametrized, and is removed (i.e.,sub-
tracted) from the original signal, creating a residual that undergoes
further analysis and parametrization regarding the remaining sig-
nal components.

Concerning the signal components in focus in this paper (the
sinusoidal part), all the references we had access to, address sinu-
soidal estimation and synthesis using an analysis/synthesis frame-
work (e.g.,the McCAulay and Quatieri sinusoidal addition method
[5]) different from that of the remaining two signal components.
Furthermore, both the subtraction of the sinusoidal components
from the original signal in the encoder, as well as their addition in
the decoder to the remaining audio components, is implemented in
the time domain.

Presuming quasi-stationary conditions and taking in consid-
eration that the MDCT is the most commonly used filter bank in
audio coding, we propose a new technique combining spectral en-
velope normalization and accurate subtraction in the (complex)
ODFT or (real) MDCT frequency domains, of an existing rele-
vant sinusoidal structure in the audio signal, thus avoiding the need
for multiple time/frequency transformations of residuals in the en-
coder, as well as the associated overhead in computation and in-
creased system delay.

Our emphasis in this paper on the sinusoidal components of an
audio signal is due to the fact that according to a study on typical
audio material and using analysis audio frames having a duration
of 23 ms., it has been concluded that more than 80% of all au-
dio frames can be classified as quasi-stationary and exhibit at least
three relevant sinusoidal components harmonically related [2].

The structure of this paper is as follows. In section 2 we
present the main expressions used for sinusoidal modeling in the
ODFT or MDCT frequency domains using only a reliable estimate
of the frequency, magnitude and phase of a single ODFT spectral
line. In section 3 we address spectral envelope normalization after
LPC analysis or cepstral analysis and in the perspective of its com-
bination with spectral subtraction using the proposed technique. In
section 4 we describe the complete algorithm of spectral flattening
using the MDCT filter bank and insuring perfect reconstruction.
We also illustrate in this section the effectiveness of the spectral
subtraction technique in the absence of spectral envelope normal-
ization, and discuss the implications of combining spectral enve-
lope normalization with spectral subtraction. Finally, in section 5
we present the main conclusions of this paper.

21-24 October 2001, New Paltz, New York W2001-1



2. SINUSOIDAL MODELING IN THE FREQUENCY
DOMAIN

The real coefficients of the MDCT analysis filter bank are defined
as (we assume that � is an even number):
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where �� � �
�
� �

�
, ���� is the input signal, ���� is the time

analysis window whose length is � , and � is the coefficient index,
with 
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�
� 	. Throughout this paper we will take for the

time analysis window the following function which is commonly
referred to as the “sine window”:
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It can be shown that the MDCT coefficients can also be conve-
niently obtained as [2]:
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and ����� represents the co-

efficients of the (complex) Odd-DFT transform (ODFT) which is
defined as:
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It can be concluded from (3) that the magnitude of the MDCT
coefficients are upper-bounded by the magnitude of the ODFT co-
efficients:

� �� ��� ��� ����� �� ��� 
������� ����� �� (5)

where ���� is defined as above and ������ represents the phase
of the ��	 ODFT coefficient. The significance of this result is that
the estimation of sinusoidal components is much more reliable in
the ODFT domain than in the MDCT domain.

Throughout this paper we will use for illustration purposes a
short segment of a real audio signal (“Tom’s Dinner” - Suzanne
Vega). This audio signal is available, together with a demonstra-
tion Matlab M-file, at the Web page indicated in section 5. The
magnitude of the ODFT coefficients of a 1024-samples segment
of this audio signal after being windowed by (2), as well as the
magnitude of the resulting MDCT coefficients, are plotted in Fig.
1. Besides confirming the conclusion resulting from equation (5),
this figure also indicates the position of 25 sinusoidal components
harmonically related that have been detected using an algorithm
presented in [2]. It is shown in a companion paper [6] and also
demonstrated by means of a related Matlab M-file available on the
Internet (http://www.inescn.pt/�ajf/waspaa01/accurate.html) that
the parameters regarding magnitude (
), frequency
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and phase (�) of a stationary sinusoid defined as:
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where � and �� are respectively the integer part and the fractional
part of the frequency of a sinusoid on the “bin” ODFT frequency
scale, can be estimated, with 99% accuracy, using the complex
ODFT filter bank and the sine window.
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Figure 1: Magnitude of the ODFT spectrum (solid line) and of the
MDCT spectrum (dotted line) of a real audio signal. The spikes at
the bottom indicate the integer position of sinusoidal components
harmonically related.

Once the parameters 
, �, ��, and � are known and assuming
they correspond to a stationary sinusoid, is is possible to recon-
struct both the magnitude and phase of three ODFT spectral lines
(or subbands) whose indexes are �� 	, � and �� 	 and that repre-
sent the main lobe of the frequency response of ���� centered on
the frequency of the sinusoidal signal [6, 2]:
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where � is a constant. These expressions were obtained taking
advantage of the properties of the ODFT filter bank and using a
simple model for the main lobe of the frequency response of the
analysis window (whose width is ���� ) [6]. This is the reason
why expressions (7), (9), and (11) are approximate, while expres-
sions (8), (10), and (12) are exact. It should also be noted that

� the magnitude of ������� corresponds always to a local
maximum,

� these results are still approximately valid even when a sinu-
soid is moderately modulated in amplitude [6].

As a consequence and for each sinusoidal component, the above
expressions can be used to synthesize three spectral lines that can
be directly subtracted from the complex ODFT spectrum, or from
the real MDCT spectrum that derives from the former using (3).
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3. SPECTRAL ENVELOPE NORMALIZATION

Effective flattening of the spectral representation of the audio sig-
nal is a desired feature in a perceptual audio coder. For exam-
ple, Twin-VQ, a successful coding proposal to the MPEG-4 stan-
dardization activities, relies on four levels of normalization of the
MDCT spectrum prior to weighted interleave vector quantization,
in order to maximize the quantization/coding gain of this latter
technique [7]. On the other hand, it is also known that audio coders
using Huffman coding loose efficiency when the quantized coeffi-
cients to be entropy encoded exhibit sudden large magnitudes.

For this reason, we combine the spectral subtraction technique
proposed in this paper with spectral envelope normalization and
we compare two techniques: LPC (All-Pole) analysis and cepstral
analysis. LPC-AP analysis is well-known from the speech process-
ing area [8] and is also used in audio coding [9]. However, all-pole
modeling is also frequently regarded as unsuitable to model the
spectral envelope of audio signals essentially for two reasons:

� LPC-AP modeling does not model accurately the zeros of
the spectral envelope of typical audio material,

� due to high dynamic range of typical audio material, LPC-
AP modeling does not provide the same smoothness across
the whole audio range (e.g.,high-level formants are mod-
eled by a strong peak in the LPC spectrum).

These conclusions can be easily verified taking the example of the
ODFT spectrum depicted in Fig. 1. We have modeled its spectral
envelope using a 	��	 order LPC-AP filter (which is considered in
the literature to be adequate for audio signals [9]) and also using
the first 	� cepstral coefficients (which have shown to provide a
smooth and accurate spectral modeling in all our tests with typical
audio material) according to the algorithm of Fig. 2. The spectral

-1
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Figure 2: Spectral envelope modeling by short-pass lifteringthe
cepstral coefficients.

envelope approximation resulting from either approach is depicted
in Fig. 3. As we will discuss in the next section, due to the “peaky”
tendency of all-pole based spectral modeling, a “smoother” alter-
native such as cepstral based modeling is more convenient when
combined with spectral subtraction.

4. MDCT SPECTRAL ENVELOPE NORMALIZATION
AND SINUSOIDAL SUBTRACTION ALGORITHM

The complete algorithm presuming the MDCT filter bank and fea-
turing spectral normalization by a suitable spectral envelope model,
as well as accurate sinusoidal subtraction, while insuring perfect
reconstruction in the absence of quantization, is represented in Fig.
4. We note that in this context, perfect reconstruction can only be
achieved when the algorithm of Fig. 4 is included in the overlap-
add procedure underlying the MDCT filter bank, so as to insure
cancellation of time-domain aliased terms [10]. This is due to the
fact that the “ODFT2MDCT” operator, which represents equation
(3), is linear but not invertible and as a consequence, even in the
absence of quantization, spectral normalization and subtraction, it
can be shown that ����� �� ����. This is also the reason why in the

0 50 100 150 200 250 300 350 400 450 500
10

20

30

40

50

60

70

80

90

100

110

120

FREQUENCY LINES

S
P

E
C

T
R

A
L 

D
E

N
S

IT
Y

  (
dB

)

Figure 3: Spectral envelope modeling of the ODFT spectrum (dot-
ted line) using a 	��	 order LPC-AP predictor (dashed line) and a
16 coefficient cepstral based model (solid line).

decoder the sinusoidal addition must take place in the MDCT do-
main (instead of the ODFT domain). In contrast, the inverse spec-
tral normalization can be indistinctly implemented in the MDCT
or in the ODFT frequency domains.

A clear advantage of the spectral subtraction technique is that
using only accurate estimates of the frequency, magnitude and
phase of L sinusoidal components of the ODFT spectrum, it is
possible to accurately subtract 3L spectral lines from the com-
plex ODFT or real MDCT spectra, if the audio signal is quasi-
stationary. As sinusoidal components consist generally in strong
spectral peaks, as a consequence of this technique, the spectrum
will be effectively flattened. This is illustrated in Fig. 5 for the case
of the ODFT and MDCT spectra shown if Fig. 1, and in the ab-
sence of spectral envelope normalization. It can be seen that even
for a real audio signal as the one of this example (and also used in
the demonstration Matlab file), the three spectral lines defining the
peak of each sinusoidal component, are effectively reduced by as
much as 20 dB or 30 dB, or even more when � � �.

Taking as a reference the residual MDCT coefficients after im-
plementing the spectral subtraction operation just described, we
evaluated the impact of normalizing the spectral magnitudes prior
to spectral subtraction using the two spectral envelope approxima-
tions illustrated in Fig. 3. For each case, the denormalized spectral
magnitudes of the residual relative to the reference residual is rep-
resented in Fig. 6. It can be seen that the highest deviation occurs
when the LPC spectral envelope model is used, specifically in a re-
gion where the LPC envelope model peaks abruptly. This result is
expected since effective spectral subtraction is only achieved when
the spectral envelope model is very smooth in the frequency region
involving the three spectral lines that are synthesized using the in-
formation of only one spectral line. As an average measure for the
results of Fig. 6, the total deviation of the relative spectral density
for the LPC envelope model is �
� higher than for the cepstral
envelope model. In this sense, cepstral based modeling is more
appropriate than LPC based modeling.
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Figure 4: Encoder and decoder sections of the algorithm allow-
ing spectral envelope normalization and subtraction of sinusoidal
components.

5. CONCLUSION

In this paper we have presented a technique of spectral flattening
in the ODFT or MDCT frequency domains that combines spec-
tral envelope normalization with accurate spectral subtraction of
sinusoidal components. Expressions have been presented for the
synthesis of three spectral lines defining a sinusoid using only
the frequency, the magnitude and phase of a single ODFT spec-
tral line. We believe the technique presented has the potential to
improve the coding efficiency of perceptual coders as well as to
embed parametric information in the compressed/coded represen-
tation, in a natural way. Preliminary tests with an MDCT based
codec (ASC) indicate that by synthesizing uniquely the tonal/har-
monic parametric information, a useful signal is obtained that can
be used for preview purposes. A Web page has been prepared to
detail and illustrate the implementation of the proposed technique:
http://www.inescn.pt/�ajf/waspaa01/flattening.html.
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Figure 5: Magnitude of the ODFT residual (top) and of the MDCT
residual (bottom) after spectral subtraction of 25 sinusoidal com-
ponents. The original spectra are represented by dotted lines.
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